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ABSTRACT 
Mixed Reality has been shown to enhance remote guidance and 
is especially well-suited for physical tasks. Conversations during 
these tasks are heavily anchored around task objects and their 
spatial relationships in the real world, making referencing - the 
ability to refer to an object in a way that is understood by others 
- a crucial process that warrants explicit support in collaborative 
Mixed Reality systems. This paper presents a 2x2 mixed factorial 
experiment that explores the efects of providing spatial information 
and system-generated guidance to task objects. It also investigates 
the efects of such guidance on the remote collaborator’s need 
for spatial information. Our results show that guidance increases 
performance and communication efciency while reducing the 
need for spatial information, especially in unfamiliar environments. 
Our results also demonstrate a reduced need for remote experts 
to be in immersive environments, making guidance more scalable, 
and expertise more accessible. 
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1 INTRODUCTION 
As expertise becomes increasingly distributed, and skilled person-
nel are not always available nearby, technology-mediated remote 
guidance is gaining traction as a signifcant area of interest in many 
domains like education, manufacturing, design, and healthcare. 
These domains typically involve physical tasks – like mechanical 
assembly, emergency repairs, or surgery – with collaborators ma-
nipulating real-world objects. When collaborators are in physically 
separated spaces, technology-mediated remote guidance substan-
tially improves their ability to complete the task [38]. 

Given how inherently spatial physical tasks are, the immersive 
nature of Mixed Reality (MR) [41] – a technology that merges 
the real and virtual worlds – makes it especially well-suited as 
a collaborative medium. Collaborative MR creates environments 
where collaborators can feel like they are in the same 3-dimensional 
space. This improves their shared context and restores their natural 
ability to understand and interact with spatial cues [5, 46, 56]. In 
general, MR allows for communication behaviors similar to face-
to-face collaborations, especially when compared to traditional 
collaborative interfaces on screens [5]. 

The growth of computer vision, mobile computing, and wearable 
technology is making MR more commonplace and afordable, and re-
searchers in both academia and the industry are increasingly build-
ing and understanding collaborative MR systems for remote guid-
ance [17]. However, despite recent advances in the feld, domain-
and technology-specifc constraints (like limited bandwidth, feld-
of-view limitations, and ergonomic issues) makes it impossible for 
a collaborative MR system to provide all the information required 
to maintain the efectiveness of remote communication at the level 
of face-to-face interactions [5, 24, 37]. Designing MR systems that 
reduce collaboration efort during remote guidance requires us to 
understand and prioritize the diferent communication properties 
they aford and identify the critical elements that can be optimized. 

In this paper, we focus on referencing – a communication process 
essential to the success of collaborative physical tasks. In particular, 
we explore the efects of explicitly providing spatial information 
and ofoading the referential process with MR guidance through a 
mixed factorial study. Specifcally, this paper contributes: 

https://doi.org/10.1145/3411764.3445246
https://doi.org/10.1145/3411764.3445246
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1145/3411764.3445246
mailto:weibel@ucsd.edu
mailto:ewschmit@uw.edu


CHI ’21, May 8–13, 2021, Yokohama, Japan Johnson, et al. 

(1) An evaluation of how explicitly representing spatial informa-
tion supports referencing for physical tasks. 

(2) A discussion of how visual guidance in Mixed Reality can 
ofoad the referential process and reduce collaborators’ ef-
forts; and an empirical understanding of how this impacts 
the remote collaborator’s needs for spatial information. 

(3) A discussion of the implications for designers and develop-
ers, including opportunities for scaling up Mixed Reality 
collaborative systems for remote guidance. 

2 BACKGROUND AND RELATED WORK 
Collaborative physical tasks are those where people work together 
to perform actions on objects in the real world [24, 37]. We specif-
cally focus on remote guidance or the “mentoring” scenario – a type 
of collaboration where one person, the worker (or novice), directly 
manipulates objects with the guidance of a helper (or expert). 

Guidance for physical tasks heavily revolves around referring 
to objects and describing actions to be done on them [24]. The 
helper’s ability to provide guidance is thus heavily dependent on 
the ease with which they can refer to the objects used as part of the 
task they want to accomplish. Referencing – or the act of making 
a reference and having that reference understood by others [10, 
72] – is thus a crucial process that collaborative systems need to 
support [10]; and the absence of support for referencing severely 
hinders communication [19]. 

In this section, we frst look into collaborators’ information needs 
with respect to referencing during remote guidance. We then discuss 
how today’s collaborative MR systems support these needs and 
highlight opportunities that the technology provides to enhance 
the same. 

2.1 The Process of Referencing 
Remote collaborators or helpers use various means to refer to the 
objects required to accomplish a physical task [18]. However, they 
typically use the method that requires the least efort to enable 
workers to understand their references [12, 13]. Given the opportu-
nity, collaborators prefer to use short phrases, alternate descriptions, 
deictic expressions, and simple gestures (like pointing) to efciently 
refer to objects without lengthy verbal descriptions [38, 44]. Deictic 
expressions are used to point to things, people, or locations and 
contain words like “this”, “here”, or “that”. These expressions are 
also often combined with gestures such as pointing. For example, 
someone could point at an object and say “bring that one over here” 
instead of verbally describing what and where the object is. 

To employ deixis in the above example, the person needs to 
know where the object is to point to it – they also need to share 
enough context with their collaborators for those receiving the 
reference to understand what “that” means. When collaborators are 
physically co-present, they share a rich visual space that facilitates 
the awareness required to generate these references and provide 
the context required to understand them [13, 37]. 

Therefore, to be efective, remote collaboration systems need to 
explicitly build features that support initiating and understanding 
references [21, 37]. Chastine et al. defned a detailed framework for 
the referential process or inter-referential awareness in collaborative 

physical tasks [10]. At it’s core, the referential process is split into 
two sub-processes that occur sequentially: 

(1) Making a Reference: This is when the helper refers to an 
object in the task environment. For example, the helper could 
say “can you pick up the red box?”. 

(2) Understanding the Reference: This is the process by 
which the worker understands the reference and identifes 
the object being referred to. 

Making a reference requires the helper to know what objects are 
present in the task environment. This awareness of the presence of 
task objects is crucial to the helper’s ability to refer to them, and its 
absence will cause the referential process to break down. We call 
this information the awareness of (task) objects. 

Support for understanding the reference is also crucial, especially 
since the worker is typically unfamiliar with the task and the envi-
ronment, and would require additional information to understand 
the reference. Helpers often point or use phrases like “the blue 
wrench to your right” and “that one right there” to direct attention 
to the referenced object. These phrases use deictic gestures and 
expressions that require the helper to know where the object is with 
respect to the worker and other objects in the environment [69]. 
Spatial information – or information about the spatial relations 
between objects and workers – is therefore fundamental to the 
helpers’ ability to provide guidance. 

2.2 Referencing in Collaborative Mixed Reality 
In order to support a communication process, collaborative systems 
provide information collaborators need [21, 37] either: (1) passively 
through features that share the task environment, or (2) explicitly 
through features specifcally designed for it [19]. In this section, 
we discuss how the need for awareness of objects and spatial in-
formation are both passively and explicitly fulflled in current MR 
systems. As we do so, we highlight the opportunities that MR as a 
medium presents to further support the referential process. 

Viewing the Task Environment – The importance of a shared 
task space is strongly emphasized in existing research. Providing 
a view of the task environment enhances awareness and builds 
common ground, allowing for more efcient communication be-
tween the helper and the worker [23, 24, 37, 38]. As a result, all 
collaborative MR systems provide some way for the helper to view 
the worker’s environment and thus passively support various com-
munication processes – including referencing. 

Researchers have increasingly explored immersing helpers in 
3D reconstructions of a worker’s environment to bring the collabo-
rative MR setting closer to face-to-face collaboration [5]. Systems 
like those introduced by Bai et al. [3], Gao et al. [25], 3D Helping 
Hands by Tecchia et al. [58], RemoteFusion by Adcock et al. [1], 
and BeThere by Sodhi et al. [52] are some examples that use 3D 
reconstructions. By retaining the characteristics of the real world, 
this technique passively provides both the awareness of task ob-
jects and the spatial information required to support referencing – 
especially when experienced through an immersive head-mounted 
display (HMD) like a VR headset. 

While immersive 3D reconstructions should theoretically be 
similar to being physically co-present, that is not easy to achieve 
in practice. First, they are computationally expensive, difcult to 
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update in real-time, and require high network bandwidth and ex-
tensive setup with specialized hardware [33, 42, 59, 61]; the quality 
of these reconstructions are also typically low and/or cover a small 
area to manage latency, reducing its overall efectiveness [40, 60]. 
Second, current MR HMDs have limitations in resolution, color 
depth, and feld of view that makes the experience diferent from 
being physically co-present [5]. These limitations and the lack of 
interaction standards for MR also makes designing immersive col-
laborative interfaces challenging and non-trivial [34]. 

For these reasons and the fact that the helper is often station-
ary, the majority of current collaborative MR systems opt for a 2D 
setup for the helper and provide live video streams on desktop or 
mobile displays [17]. These are often a scene view that shows a 
stable task environment, or a First Person View (FPV) from a cam-
era on the worker’s HMD. While video feeds support referencing 
(including the use of deictic references) and enhance communi-
cation efciency [24, 38, 47], they typically only provide a par-
tial view of the task environment. Objects are often outside the 
camera’s view, making it difcult to build awareness and spatial 
knowledge [23, 24, 27, 30, 38]. Scene views provide a good overview, 
but lack enough detail to identify those objects [23]; and FPVs are 
locked to the worker’s view, tend to be very jittery, and can make 
for a very disorienting experience for the helper [30, 57]. 

To overcome these limitations, some systems use multiple camera 
feeds [48, 49], but switching between them can be jarring [27], and 
remote viewers often do not have a good understanding of the 
layout of the physical space [24]. More recently, researchers have 
explored 360°-videos as an alternative to overcome the drawbacks 
of video feeds without the complexity of 3D reconstructions [40, 
45, 53]. While these systems overcome the feld-of-view limitations, 
they lack detail (like the scene views) and are still a 2D presentation 
with limited depth perception [61]. 

In general, video feeds and 3D reconstructions only provide par-
tial and incomplete support for helpers to understand the presence 
and spatial layout of the objects in the worker’s environment. This 
is especially true in dense spaces where objects are difcult to make 
out or occluded from view [2]. 

Explicit Support for Referencing – Researchers have also ex-
plored a plethora of features explicitly designed to aid referencing 
in both immersive and non-immersive settings. They commonly 
use visual cues to guide the worker’s attention to a referenced 
object. These include capturing and showing the helper’s hand 
gestures [30, 36, 39, 52, 54, 63, 65], sharing the orientation of the 
helper’s head or eye gaze [64, 71], telepointers [4, 35], virtual ar-
rows [9, 26], and digital annotations [1, 8, 43, 56, 62]. While these 
techniques increase the efciency and ease with which helpers can 
refer to objects, they mimic those used in face-to-face collaborations 
and are fundamentally proxies to deictic pointing. By extension, to 
use these features, helpers need awareness and spatial information 
about the task objects [57, 70] and typically rely on their view of 
the task environment for this information. For example, helpers 
using a virtual arrow have to position it on the view of the task 
environment using a graphical interface - this requires them to 
know where the object is located within the environment. 

Overall, most MR systems for remote guidance do not explic-
itly support the information needs for referencing. While few 

systems provide helpers with information about what task objects 
are present in the worker’s environment through virtual copies of 
the objects [50, 55, 57, 63], there is a lack of systems that provide 
spatial information of task objects in a manner that is not tied to 
the view of the task environment. In this paper, we explore how 
an external representation of the spatial relations between the task 
objects and the worker impacts the helper’s ability to provide guid-
ance. We focus on a 2D representation as it is compatible with both 
immersive and non-immersive helper setups. 

2.3 Ofloading the Referential Process 
As Clark and Brennan discussed [12], the specifc medium used 
for collaboration systems can afect communication, as what is 
possible with one technology might not be possible with another. 
While supporting communication techniques present in face-to-
face settings is typically regarded as gold standard for collaborative 
systems, exploiting the unique afordances of a medium like MR 
could help overcome some of the shortcomings of these techniques, 
potentially improving upon the classic face-to-face paradigm [29]. 

Specifcally, referencing techniques like deictic gestures and ex-
pressions used in face-to-face collaborations sufer from referential 
ambiguity and difculty referencing occluded or hidden objects. 
For example, when a remote helper points to a set of objects, there 
can be ambiguity about which specifc object is being referred to, 
or the object might not be visible to either the helper or the worker. 
By extension, features that mimic deixis (like pointers and annota-
tions) sufer from the same limitations, often exacerbated by other 
limitations of the technology (like limited feld of view). Addressing 
the resulting misunderstandings typically requires extensive verbal 
interaction [69, 70]. 

One of MR’s afordance is that it is a spatial medium inherently 
aware of its environment [5, 16]. Researchers have previously capi-
talized on this afordance to reduce referential ambiguity by having 
the system do something that cannot be done in unmediated collo-
cated settings: draw the worker’s attention to exactly which object 
is being referred to. AlphaRead [8] allows helpers to specify or 
label objects using the video feed of the worker’s environment, 
and Wang et al. [66] proposed a system where task objects are 
pre-labeled; these objects are then automatically highlighted for 
the worker when the helper refers to them. The TAC system [7] 
employs a similar method by storing information about the task 
space in the system; the helper only needs to click on a part on 
their video feed to initiate either an arrow or an outline to guide the 
worker’s attention to it. However, AlphaRead requires initial input 
from the helper, and the TAC system does not support referencing 
if task objects are moved. All three systems also require the task 
objects to be unoccluded and within the helper’s feld of view for 
them to make a reference. 

Tracking objects using an external system like proposed by Wang 
et al. [66] allows for wider task object awareness without being 
limited by the helper’s feld of view [16, 56] and reduces the com-
putational demand on the MR device [16, 32]. Spatial coordinates 
of physical objects and people can be retrieved through various 
techniques like local sensors, indoor GPS, tags, markers, computer 
vision, RFID tags, etc. These tracking systems are also becoming in-
creasingly pervasive, low cost, and accurate. For example, Tait and 
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Billinghurst [57] use the ART system1, Wang et al. [66] use a stereo 
camera and markers, and ARTEMIS [67] uses the OptiTrack motion 
capture system2 to track the positions of diferent task objects as 
well as the collaborators. 

In face-to-face communication and traditional collaborative sys-
tems, the responsibility of referring to objects in a manner that 
ensures that the worker can identify them falls on the helper. How-
ever, systems that use live tracking technologies to automatically 
guide workers to referenced objects potentially completely ofoads 
the responsibility of the second sub-process of referencing (under-
standing the reference) from the helper to itself. 

While this could make it substantially easier for the helper to 
provide guidance, collaboration is a complex process – changing 
the role helpers play in the referential process could introduce sig-
nifcant cognitive seams [31] or discontinuities in the experience. 
Therefore, in this paper, we aim to understand the efects of (par-
tially) ofoading the referential process on remote guidance for 
physical tasks using system guidance to referenced objects. 

3 RESEARCH APPROACH 
This paper explores the two opportunities to enhance referencing 
in MR-mediated physical tasks: explicitly providing the spatial in-
formation necessary for helpers to direct workers to task objects, 
and ofoading this responsibility from the helper to the system 
itself using automatic visual guidance to direct workers to refer-
enced objects. However, the helper’s need for spatial information is 
primarily required to direct workers to the referenced object - typi-
cally using strategies like deixis that reduce the collaborative efort 
required for the worker to understand the reference and identify 
the task object [12, 13]. Given this, do collaborative MR systems that 
provide system-generated guidance for workers still need to explicitly 
provide helpers with spatial information? 

Our goal in this paper is to evaluate this question in addition to 
exploring the opportunities to enhance referencing in collaborative 
MR systems. To do so, we built a prototype 2D map interface that 
explicitly represents the spatial relationships of the task objects 
and the worker in the task environment. We also implemented MR 
system guidance to dynamically direct the worker to referenced 
objects as a way of ofoading part of the referential process. To 
understand the efects of both features independently, as well as 
study the interplay between them, we conducted a 2x2 mixed facto-
rial experiment. Figure 1 outlines our experimental approach and 
answers the following three research questions: 

• RQ1: In collaborative mixed reality systems designed for 
remote guidance, does a 2D representation of the spatial 
relationships within the task environment provide the helper 
with enough information to support referencing? 

• RQ2: Does a collaborative mixed reality system that directly 
implements visual guidance to objects referenced during 
a physical task enhance task performance and reduce the 
overall efort required for remote guidance? 

• RQ3: How does the presence of system generated visual cues 
to referenced objects impact the helper’s need for spatial 

1https://ar-tracking.com
2https://optitrack.com 

Figure 1: 2x2 mixed factorial study design. Our experiment 
studies the efect of Mixed Reality guidance for workers 
(Gyes vs. Gno ) and the use of two diferent helper aids: a Map 
(Smap ) or a List (Sl ist ). 

knowledge when providing remote guidance for a physical 
task? 

The overall goal is to better understand how to streamline sup-
port for referencing during physical tasks in MR environments. 
This knowledge is essential to design future collaborative systems 
with more efective representations, especially when deploying 
complex immersive MR systems for both helpers and workers is 
not an option. 

4 PROTOTYPE DESIGN AND 
IMPLEMENTATION 

To answer our questions, we implemented a prototype collaborative 
MR system that accommodates the diferent features required to 
run the experiment presented. When using our prototype system, 
the workers (see Fig. 2b) wear a mixed reality headset (the Microsoft 
HoloLens v1)3 running a custom-built application that allows them 
to receive system guidance if enabled. The helpers (see Fig. 2a) use 
a stationary workstation with a Windows desktop that shows a 
live feed of the worker’s frst-person view; helpers can also view a 
map or list interface on a tablet device (map and list are diferent 
conditions in the study) that provides additional information on 
the objects in the worker’s environment. The map and list interface 
also allow the helper to initiate system guidance if enabled. 

4.1 Worker’s First-Person View 
The prototype system provides the helper with a view of the task 
environment through the worker’s First Person View (FPV) shown 
on the desktop screen. In doing so, it passively supports referencing 
and provides the helper with general task awareness [19]. This was 
implemented using a low-latency live feed of the view from the 
HoloLens’ front camera4 and Microsoft’s Windows’ support for 
Miracast5 on both Windows Desktop computers and the HoloLens. 
The video feed was transmitted over the local area network and 
presented almost unnoticeable latency (180-210ms). 

3https://docs.microsoft.com/en-us/hololens/hololens1-hardware 
4https://docs.microsoft.com/en-us/windows/mixed-reality/locatable-camera 
5https://support.microsoft.com/en-us/help/15053/windows-8-project-wireless-
screen-miracast 

https://ar-tracking.com
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https://docs.microsoft.com/en-us/windows/mixed-reality/locatable-camera
https://support.microsoft.com/en-us/help/15053/windows-8-project-wireless-screen-miracast
https://support.microsoft.com/en-us/help/15053/windows-8-project-wireless-screen-miracast
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Figure 2: Helper’s space and worker’s environment. (a) The 
helper has a live frst-person view of the worker throughout 
the experiment, and a specifc aid (map or list) on a tablet. (b) 
The worker wears a HoloLens throughout the experiment, 
regardless of whether guidance is present or not. 

Figure 3: First-person view of the worker as they are guided 
to an object by the MR guidance 

4.2 A Map of Task Objects 
In addition to the passive support provided by the FPV, we needed 
to explicitly support the helpers’ need for task object awareness and 
spatial information. We do so with a map interface that provides 
the helper with a 2D representation of the spatial relations of task 
objects in the worker’s environment. As shown in Fig. 4a, the map 
interface resembles a top-view of the workspace and indicates the 
live positions of the task objects. It also represents the live position 
of the worker with respect to these objects. The task objects are 
represented by icons and allow the helper to know what objects 
are in the task environment, as well as where they are with respect 
to each other and the worker. 

The map interface is implemented as a simple web application 
that can be viewed through a browser on any device. In our ex-
periment, the helper viewed the map on an Apple iPad (See tablet 
in Fig. 2a). To show the location of both the HoloLens and the ob-
jects in the worker’s space, the web application connects through 
a web server to a custom Windows application running on the 
HoloLens that relies on HoloLens’s inside-out tracking system to 
locate objects6. 

While the inside-out tracking updates the HoloLens’s position in 
space over time, it does not update the location of the task objects. 
To get around this constraint, we set up the initial locations for the 
task objects through our HoloLens app and created a Wizard-of-
Oz interface [15, 20] that could remotely update the locations of 
these objects on the map. The interface resembled the map interface. 
During the experiment, our wizard updated the position of an object 

6https://docs.microsoft.com/en-us/windows/mixed-reality/enthusiast-guide/ 
tracking-system 

Figure 4: Helper’s aids. (a) Map showing the task objects and 
the worker’s position. (b) List showing all the task objects. 

when it was moved by clicking on its icon and then clicking on the 
map at the new position in the worker’s environment. 

4.3 A List of Task Objects 
The map interface explicitly provides the helper with information 
about (1) what objects are present within the task environment, 
and (2) where these objects are. However, to study the efects of the 
spatial information provided by the map, we needed an alternative 
(control) interface that only provided information about what ob-
jects were available in the task environment but did not show their 
positions. With this in mind, we developed a simple list interface 
(Fig. 4b) that shows the objects in the worker’s environment as a 
randomly ordered list. The helper was able to scroll through the 
list if it did not ft on a single page. 

4.4 MR System Guidance through the HoloLens 
To study the efect of partially ofoading the referential process to 
the MR device, we implemented the MR system guidance feature. 
When enabled, the helper could click on the icons representing 
a task object on either the map or the list interface to guide the 
worker towards it (during the experiment, helpers only had access 
to one of the two interfaces at a time). Once clicked, the system 
(HoloLens app) dynamically directed the worker’s attention to the 
referenced object. 

While there are many possible visual cues to guide users to 
a particular location in space [6, 34], our paper does not focus 
on the efcacy of these methods. However, given that the efects 
of MR guidance cannot be separated from the infuence of the 
visual cue itself, we needed to implement one that would not add 
additional confounding factors to the study. We chose to adapt 
the navigation technique presented in HoloCPR [34] since was 
specifcally designed for the limited feld of view of the HoloLens 
and proved to be intuitive. The cue included an arrow to provide 
guidance on which direction to look, and a circle with a vertical 
element to help the worker focus on the exact object (see Fig. 3). 

5 EXPERIMENT 
Our experiment followed a 2x2 mixed factorial design, with a 
between-subjects factor focused on the presence of MR system guid-
ance on two levels: Gyes = MR guidance present, and Gno = no MR 
guidance present. The within-subjects factor was the presence of 
spatial information on two levels: Smap = map interface (spatial 

https://docs.microsoft.com/en-us/windows/mixed-reality/enthusiast-guide/tracking-system
https://docs.microsoft.com/en-us/windows/mixed-reality/enthusiast-guide/tracking-system
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Figure 5: Snapshots of the worker’s environment. (a) Some 
of the 19 task objects. The two highlighted objects are exam-
ples of objects used in subtask 1 (pair matching). (b) Num-
bered grid and (c) solution key used in subtask 2. 

information present), and Sl ist = list interface (no spatial infor-
mation present). We chose the presence of MR guidance to be a 
between-subjects factor since its carryover efects were unclear. 
However, the change in task objects and their positions between 
tasks ensured minimal carryover efects for the presence of spa-
tial information when counterbalanced, allowing us to make it a 
within-subjects factor. The view of the task environment (provided 
by the FPV) and the awareness of the task objects available (pro-
vided by either the map or the list interface) were kept constant 
and represented our independent variables. Fig. 1 depicts our study 
design. 

5.1 Participants and Procedure 
Forty participants (17 females, 22 males, 1 preferred not to say) aged 
18 to 43 (M = 23.93, SD = 5.17), were recruited to form 20 worker-
helper dyads. 8 of these dyads knew each other beforehand. Most 
participants were students, with the majority majoring in Computer 
Science and Engineering (23) and others majoring in Electrical 
Engineering, Cognitive Science, Linguistics, Speculative design, 
Economics, Chemistry, and Bio-engineering. Despite a majority of 
computer science students, only 30% (12 people, 6 selected to be 
workers) had previous experience with Microsoft HoloLens. 

Each dyad was required to complete two tasks and were ran-
domly assigned to either receive MR guidance (Gyes ) or not (Gno ). 
All dyads were given the map (Smap ) and the list (Sl ist ), one at a 
time, over the two tasks (the order was counterbalanced). Helper 
and worker roles remained constant between the two tasks. 

Once the participants were welcomed and introduced to the 
study, they were asked to fll a simple demographics questionnaire. 
They then underwent a short 5-minute training session so the 
worker could get accustomed to the HoloLens, and the helper could 
get accustomed to the video feed with the frst person view (FPV). 
They were not introduced to either the map or the list interface in 
this session. 

After the training session, the helper was taken to the helper 
space to be introduced to the task at hand and was provided an 
instruction sheet. The helper also received an aid which was ei-
ther the map or the list interface on the tablet. The worker, who at 
this point, was unaware of the task was taken to the worker space 
and asked to wear the HoloLens. At the end of the frst task, both 
the helper and the worker were asked to fll out a short post-task 

questionnaire and the NASA-TLX questionnaire [28]. This proce-
dure was repeated for the second task with the respective conditions. 
The entire experiment was also video recorded. Participants con-
sented to be in the study as per our university’s human research 
protection protocol and received a $5 gift card. 

5.2 Experiment Task and Environment 
The helper and worker spaces were physically separated (see Fig. 2), 
but they were adjacent so that the helper and the worker could talk 
to each other. In the remainder of this section, we will refer to the 
worker’s local space as the task environment. This task environment 
was a room that had a table with a numbered grid (see Fig. 5b) and 
19 task objects (see Fig. 5a) that were spatially distributed. Each 
object had a picture on it with either a white or black background. 

To complete each subtask, workers needed to be guided by the 
helper to accomplish a certain goal. The helper could use the aid 
(map or list) provided to them on the tablet as well as a live frst-
person view of the worker (see Fig. 2a). The worker wore a HoloLens 
at all times regardless of the study condition so that the helper could 
see their view (see Fig. 2b). 

The entire task was designed to take less than 5 minutes and 
each dyad performed the task twice. However, the task objects and 
their positions in the task space were changed before the second 
run. There was no overlap in the set of task objects between the 
two runs of the task for the experiment. The task consisted of two 
subtasks that needed to be completed in order (sequentially): 

(1) Subtask 1 - Pair Matching: In the frst subtask, collabora-
tors had to fnd pairs (objects with the same picture on them) 
among the objects in the task space and put them together. 
Each pair consisted of task objects with the same picture on 
them but one had a black background and one had a white 
background. They were instructed to move the object with 
the white background and place it adjacent to the object with 
the black background. Of all the objects in the task space, 
only 4 pairs could be made. 

(2) Subtask 2 - Object Gathering The second task made use 
of the grid placed in the task space. Helpers were given a 
solution key (see Fig. 5c) that they used to help the worker 
fnd certain objects in the task space and place them on their 
respective positions on the grid. 

While both subtasks required workers to identify particular ob-
jects in the environment and take actions on them, the actions 
were kept simple to allow for our measures to primarily refect the 
efects of the prototype features on the referential process. The 
subtasks were also designed to mimic referencing in real-world 
tasks – Subtask 1 is similar to tasks like engine room maintenance 
where referrents (tools and area of interest) are spread out over a 
wide area, while subtask 2 is similar to car repair or surgery where 
the tools are laid out in the task environment but the area of interest 
(engine part, surgical site) is in a small area like the grid. 

5.3 Experiment Measures and Analysis 
We recorded the worker’s FPV, and a view of the task environment 
using an external camera. The conversation between the partici-
pants during the experiment was also transcribed. We measured 
task performance (completion time) and analyzed communication 
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behaviors (efciency of communication and helper’s referencing 
behaviors) by coding the recorded videos and conversation tran-
scripts using BORIS [22]. Two researchers independently coded the 
data (double coded 20% of it, Cohen’s Kappa = 0.886), and discussed 
and resolved any inconsistencies as soon as they arose. We also 
measured the task load on both the helper and the worker for each 
subtask they performed using the NASA-TLX questionnaire [28]. 
The post-task questionnaire measured the participants’ perceived 
success of the partnership and the importance of the specifc aid 
(map or list) through Likert-scale questions. Participants also pro-
vided free-form feedback on the technology they used during each 
task in the post-task questionnaire. 

5.4 Limitations of our study 

representing a 3D space, the map showed overlapping object icons 
in areas where the density of task objects was high. While this did 
not limit our participants (they could zoom in and click), this repre-
sentation of task objects is fundamentally limited by the screen’s 
real estate and 2D factor. Second, the lack of 3D spatial information 
meant that helpers sometimes described objects as next to each 
other when in reality they were at diferent heights (like on multiple 
levels of a shelf). However, workers adapted to it by looking up and 
down when searching for objects. Third, information about the task 

normally distributed across each cell of the design except for the 
data from the post-task questionnaire where the nonparametric 
Aligned Rank Transform [68] was applied which enables the use of 
ANOVA after alignment and ranking. Our analysis uses an alpha 
of 0.05, and presents both the main efects and the interaction ef-
fects. A main efect is the statistical relationship (efect) between 
one factor and a measure, averaging across the levels of the other 
factor. In our experiment, the main efects would tell us how spatial 
knowledge and guidance independently afected the collaboration. 
An interaction efect is present when the efect of one factor on a 
measure depends on the level of the other factor. For our purposes, 
we see an interaction efect if the presence of guidance changes the 
efect of spatial knowledge and vice-versa. 

In the remainder of this section, F represents the F-value, p the p-
A few aspects of our setup are important to describe to understand value, η 

The error bars in Fig. 6, 7, 9, and 10 depict standard errors and we 

2 
p the efect size, M the mean, and SD the standard deviation. 

the possible limitations of our results. First, being a 2D interface 
also include trend lines to make it easier to read interaction efects. 

6.1 Task Performance 
We calculated the total time it took participants to complete the 
full task as well as the two subtasks. We consider a lower task 
completion time to indicate higher performance. Fig. 6 shows results 
of task performance measurements. 

2 
p 

Total Task Time – Participants were signifcantly faster in fnding 
objects (map or list interface) and the FPV were on separate screens referenced objects with MR guidance (F(1,18) = 5.162, p = 0.036, η 
– this could have made it harder to pay attention to both at once. In = 0.223). The presence of spatial information with the map did not 
general, these limitations could make the insights in this paper less 

2 
p 

substantially alter task performance and there was no main efect 
generalizable for 3D representations of spatial information within observed (F(1,18) = 0.064, p = 0.803, η = 0.004). Fig. 6a shows a 
more immersive environments. crossover interaction where the efects of spatial information seem 

Moreover, we did not observe any diferences in communication to be diferent depending on whether participants had MR guidance 
behaviors because of prior familiarity among dyads - we believe or not, but this diference was not statistically signifcant (F(1,18) = 
this could be because of the simplicity of our task and might not 3.353, p = 0.084, η2 

p 

Subtask 1 – In the frst subtask, participants completed the task 

= 0.157).
refect the efect of familiarity among collaborators for all tasks. 

6 RESULTS 
The quantitative data collected in our experiment was analyzed 

2 
p 

signifcantly faster in the presence of MR guidance (F(1,18) = 4.914, 
p = 0.04, η = 0.214). No main efect was observed for spatial knowl-

using two-way mixed-model ANOVA. All our measures were edge (F(1,18) = 0.002, p = 0.963, η2 
p = 0). Participants with the list 

Figure 6: Average completion time across participants and conditions. (a) Total completion time across both subtasks. (b) 
Completion time for Subtask 1. (c) Completion time for Subtask 2. 
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interface were faster in the presence of guidance, while those with 
the map interface were faster without guidance (see Fig. 6b). Over-
all, they were fastest when using the list with MR system guidance 
and the observed crossover interaction was statistically signifcant 
(F(1,18) = 5.896, p = 0.026, η2 = 0.247).p 

Subtask 2 – There was no signifcant main efect observed for 
spatial knowledge (F(1,18) = 0.291, p = 0.596, η2 = 0.016) or forp 

system guidance (F(1,18) = 2.381, p = 0.140, η2 = 0.117) in the second p
subtask. We also did not observe any interaction efect (F(1,18) = 
0.340, p = 0.567, η2 = 0.019).p 

6.2 Efciency of Communication 
We measured communication efciency by the number of words 
used to communicate during a task [24]. The fewer words spoken 
by the speaker(s), the more efcient the collaboration is considered. 

Without MR guidance, participants used an average of 636.7 
words (SD = 257.34) per task with a map and 555.4 words (SD 
= 242.73) with a list. The presence of MR guidance signifcantly 
reduced this to 405.4 words (SD = 210.55) with the map interface 
and 319.1 words (SD = 154.74) with the list (F(1,18) = 9.950, p = 0.005, 
η2 = 0.356). The presence of spatial information did not signifcantly p 

change the communication efciency (F(1,18) = 1.681, p = 0.211, η2 

= 0.085) and there was no observed interaction efect. 
p 

Analyzing just the words spoken by the helper shows similar 
results (Fig. 7, Top), with the presence of guidance signifcantly 
reducing the number of words spoken, indicating a higher commu-
nication efciency (F(1,18) = 8.623, p = 0.009, η2 = 0.324). Efciency p
decreased when helpers used the map, but this diference was not 
signifcant (F(1,18) = 3.371, p = 0.083, η2 = 0.003). When it came to p
workers (Fig. 7, Bottom), there was no observable main efect for 
both guidance and spatial information. No interaction efects were 
observed across any speaker combinations. 

6.3 Helper’s Referencing Behaviors 
We also analyzed how helpers made references to the task objects 
or locations in the workers’ task space. We frst discuss their refer-
encing patterns as a whole, and then look into references to task 
object and spatial references separately for further analysis. Figure 8 
outlines results of our analysis of referencing behavior. 

In general, helpers made signifcantly more references when 
they used the map interface (F(1,18) = 17.674, p = 0.001, η2 = 0.495).p
They also made signifcantly fewer references in the presence of 
system guidance (F(1,18) = 5.646, p = 0.029, η2 = 0.239). There was p
no interaction efect. 

Referring to Task Objects – When helpers verbally referred to 
the objects in the task environment, they either used verbal descrip-
tions of the object like “the pink fower with the white background”, 
or phrases that used deictic pronouns like “that one there”. Deic-
tic pronouns not used to refer to objects (like “that’s cool”) were 
not considered in this analysis, nor were anaphoric uses of these 
pronouns (like “a globe or something like that”). 

Overall, helpers made signifcantly more references to objects in 
the worker’s environment when they used the map than when they 
used the list interface (F(1,18) = 6.001, p = 0.025, η2 = 0.25). The p
interface they used did not vary the percentage of object references 
that were deictic pronouns (F(1,18) = 0.79, p = 0.782, η2 = 0.004).p 

Figure 7: Top: Mean number of words per task by helper; Bot-
tom: Mean number of words per task by worker. 

Figure 8: Observed referencing behavior across pres-
ence/absence of MR guidance (Gyes vs. Gno ) and the 
diferent aids (Smap vs. Sl ist ) with signifcant efects in 
green. The rightmost column shows interaction efects. 

Helpers made signifcantly fewer verbal references to objects in 
the presence of system guidance (F(1,18) = 4.946, p = 0.039, η2 = p
0.216). However, the percentage of these references that used deictic 
pronouns were signifcantly greater with MR guidance (F(1,18) = 
7.249, p = 0.015, η2 = 0.287). No interaction efect was observed. p 
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Spatial References – When providing remote guidance to work-
ers, helpers often verbally directed them towards objects of interest. 
When they did so, they either directly referenced areas or locations 
in the task environment (like “it should be on the shelf ”), or used 
phrases with deictic spatial expressions like (“it’s to your right”). 

Helpers made more spatial references when they used the map 
interface, and this diference was highly statistically signifcant 
(F(1,18) = 23.137, p < 0.001, η2 = 0.562). The presence of spatial p
information from the map also caused a signifcant portion of these 
references to be made using diferent deictic spatial expressions 
(F(1,18) = 16.264, p = 0.001, η2 = 0.475). The presence of system p
guidance did not signifcantly afect both how many spatial refer-
ences helpers made F(1,18) = 3.231, p = 0.089, η2 = 0.152), and what p
percentage of these references used deixis (F(1,18) = 3.105, p = 0.095, 

= 0.147). There were also no interaction efects. 2ηp 

6.4 Collaborator Task Load 
We measured the task load on both the helper and the worker 
for each subtask they performed using the NASA TLX question-
naire [28] (see Fig. 9). The task load on the helper during the task sig-
nifcantly reduced both in the presence of system guidance (F(1,18) 
= 6.024, p = 0.025, η2 = 0.251) as well as when they used the map p

2interface (F(1,18) = 4.230, p = 0.05, η = 0.19). The worker’s task p
load was slightly higher when the helper used the map interface 
(F(1,18) = 0.129, p = 0.724, η2 = 0.007), and lower in the presence p Figure 9: Results of the NASA TLX questionnaire. Top: Task 2of system guidance (F(1,18) = 1.296, p = 0.270, η = 0.067) but nei- load on helpers; Bottom: Task load on workers. p
ther diference was signifcant. There was no signifcant interaction 
efect observed for either the helper or the worker. 

6.5 Participant Perceptions 
After each task we measured participants’ perceived success of the 
partnership and the role of the helper’s aids (Map or List) using 
targeted 5-point Likert scale questions. Reliability of our question-
naire was measured using Cronbach’s alpha [14], and scored high 
with α=0.913. 

Working Together – Helper’s ratings of the perceived success of 
their partnership with the worker was evaluated using the Likert-
scale question “My partner and I worked well together on this task” 
(Q1). Responses were rated on a 5-point scale from 1 (= Strongly 
disagree) to 5 (= Strongly agree). Ratings were consistently high (M 
= 4.75, SD = 0.543) across all conditions and there were no signifcant 
main or interaction efects. 

It is, however, worth noting that helpers perceived the partner-

Figure 10: Perceived importance of the map and list aids. 
Top: Perceived importance on general collaboration; Bot-
tom: Perceived importance on remote guidance. 

2 
ship to me more successful when they used a map (Smap : M = 4.8, 
SD = 0.41; Sl ist : M = 4.7, SD = 0.66) (F(1,36) = 0.003, p = 0.953, η = p 

2 

0.00), and workers perceived it to be better when the helper used 
the list interface (Smap : M = 4.65, SD = 0.93; Sl ist : M = 4.85, SD = 
0.37) (F(1,36) = 0.006, p = 0.938,0. η = 0).p 

Perceived Importance of Spatial Information Aids – The role 
and usefulness of the specifc Map or List aid for the helper was 
evaluated using the following two Likert-scale questions: “How im-
portant was the aid to help you collaborate efectively?” (Q2), and 
“How important was the aid in helping you provide assistance to 
your partner?” (Q3). Responses were rated on a 5-point scale from 
1 (= Not at all important) to 5 (= Extremely important). 



CHI ’21, May 8–13, 2021, Yokohama, Japan Johnson, et al. 

Overall, helpers perceived the map interface to be signifcantly awareness [37]. However, in our experiment, helpers had no trouble 
more important for general collaboration (Q2) than the list inter-
face (F(1,36) = 6.629, p = 0.014, η2 

and commented that the “easy part was [knowing] the layout of the 
= 0.156). When asked specifcally room” [H5]. Explicitly providing spatial information meant that p 

p = 0.126) as well as remote guidance (F(1,36) = (H12-W12; Gno , Smap ) showcases this behavior: 

they did not have to rely on a view of the task environment to create about how important the aid was for their ability to provide remote 
guidance (Q3), helpers still perceived the map interface as signif- a mental map of the space. This reduced the efort required to use 

spatial deixis – something that is also supported by the signifcant cantly more useful than the list interface (F(1,36) = 11.471, p = 0.02, 
= 0.242). drop in task load when helpers used the map. 2ηp 
The perceived importance of both the map and the list interface Additional spatial information splits helpers’ atention – 

increased in the presence of MR system guidance for both Q2 and Helpers used the map as an alternative source of task status; they 
Q3. This is refected in the statistically signifcant main efects of followed the movement of objects and stated how “following [the 
guidance on both the perceived importance of the aids for general 
collaboration (F(1,36) = 7.609, p = .009, η2

worker’s] progress [on the map] was less distracting than on the video 
= 0.174), as well as for stream which had a lag and jitter too” [H15]. They were also able p

2remote guidance (F(1,36) = 21.204, p < 0.001, η = 0.371). to correct worker actions early as they could “easily know whetherp
Interestingly, helpers rated the list interface to be substantially 

more important when they had MR system guidance than when 
they did not. In the presence of MR guidance, they perceived the list 
and the map interface as almost equally important (see Fig. 10). This 
shift in perception when MR guidance is used is refected in the 
signifcant interaction efect for both general collaboration (F(1,36) 
= 5.192, p = 0.029, η2 

[the worker] is going to the right/wrong direction” [H18]. However, 
the extreme focus on the map lead helpers to not pay attention to 
the FPV, and they often continued providing directions even when 
it was obvious that the helper had found the object. This required 
more back and forth verbal interaction between the participants, 
and reduced performance and efciency. The following interaction 

28.169, p = 0.007, η = 0.185). H : “So go in the corner and then right next to a snow globe...grab p 

7 UNDERSTANDING AFFORDANCES 
In this section, we enrich and explain the quantitative results pre-
sented in the previous section with participant feedback from our 
questionnaires and researcher observations of their behavior during 
our experiment – observations emerged from a thematic analysis 
of the video codes. In doing so, we also cover the major observed 
efects and afordances of spatial information and MR system guid-
ance. The quotes below refer to either the helpers [H] or the work-
ers [W]. 

7.1 Efects of 2D Spatial Information (R1) 

2D spatial information allows for efective guidance even 
when communication is less efcient – While the seemingly 
higher number of words spoken when helpers had a map could 
indicate a lower communication efciency, participants’ feedback 
confrmed that the efect was simply because helpers were able to 
provide the workers with more information and thus spoke more 
words. Without the map (and in the absence of MR guidance), work-
ers mentioned that once the helpers told them what object to look 
for, they were “not able to help so much with where the objects were, 
[and the workers] mostly had to look around [themselves]” [W19]. 
Helpers echoed this sentiment saying that they felt they were of 
“diminished help” [H19] with the list and sometimes “spent more 
time looking [at the FPV] of the HoloLens” [H19] in an attempt to get 
a sense of the layout of the task environment. Being able to use the 
map to understand the orientation of objects relative to the worker 
meant that they could use that information to direct workers and 
“provide more assistance than just looking around” [H5]. 

Explicit spatial information reduces efort needed for spatial 
deixis – The helpers’ referencing behaviors showed that the map 
consistently let them create more references, primarily with deictic 
spatial expressions. Being able to use spatial deixis is considered 
a cognitively expensive process as it requires extensive spatial 

the white Christmas tree” 
W: “here here, I found it...See that?” [shows object to camera] 
H: [looking at map] “Okay, right...Somewhere around there, 

there’s a white Christmas tree.” 
W: “I already [have] it...here” [shows object to camera again] 

7.2 Efects of MR System Guidance (R2) 

MR guidance supports efective referencing through deixis 
even in the absence of spatial information – Our participants 
found MR guidance most helpful because it allowed the helper to 
guide the worker without knowing their spatial position in com-
parison to the objects. The worker was able “to locate the object and 
place it wherever [the helper] wanted [them], without communicating 
verbally as much” [H2]. 

The efciency of the conversation primarily stemmed from the 
helper’s referential behaviors. First, the signifcantly large propor-
tion of deictic pronouns used in the presence of MR guidance meant 
that most of the conversations revolving around referencing were 
often just a few words (e.g. [initiates MR guidance] + “okay now 
go get that” [H2]; [initiates MR guidance] + “Place it next to this 
one” [H8]). Second, we noticed that as the task progressed, some 
helpers shifted to not using any form of verbal referencing. They 
simply clicked on the icon of the object that they wanted to refer 
to, and let the system guide the helper. The following non-verbal 
exchange (H11-W11; Gyes , Sl ist ) is an example: 

H: [initiates MR guidance] 
W: [puts down object at target location] + “yeah” 
H: [initiates MR guidance] 
W: [picks up object] 
H: [initiates MR guidance] 
W: [puts down object at target location] 

Confdence in MR guidance results in less acknowledgements 
and increases parallelizations – The above exchange also high-
lights the lack of explicit acknowledgements – a common process 
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that is typically used to confrm the understanding of the refer-
ence [10]. Helpers often checked for acknowledgements at the be-
ginning of the task, but they soon realized that “after [they] tapped 
the desired object...the arrows took care of the rest” [H7]. They then 
shifted to simply checking the FPV for confrmation instead of 
waiting for a verbal one, and initiated MR guidance to the next ob-
ject when the worker was done. Workers also quickly adapted, and 
even began to expect this interaction pattern: [W13] mentioned that 
when the helper “took some time to move the arrow after the [step] 
was done [they were] confused if [they] had successfully completed 
the prior [step]”. This confdence in the MR system also allowed for 
parallelization as some helpers trusted that “the arrows were able 
to guide [the worker] perfectly, [and they] could focus on fnding the 
next object” [H8]. 

7.3 Combining Spatial Information and MR 
Guidance (R3) 

MR guidance makes spatial information superfluous – 
Helpers with MR guidance found it easier to choose objects in 
a list: H7 mentioned: “with the map, [I] had to look over a larger 
area to fnd matches and things. With the list, [I] could easily scroll 
down and everything was more organized”. Having MR guidance 
meant that they did not use the position of the objects very much, 
and found the spatial information provided by the map to be a 
“an annoyance since [they] had to fnd the object frst in the location 
before pointing [the workers] towards it” [H15]. Helpers felt that 
using the map was confusing as they often had a lot of information, 
and they tended to direct the workers too much. In their feedback, 
workers also mentioned similar reasons, saying they received too 
much information when helpers had the map, and they were forced 
to pause or divert their attention away from the MR guidance. 

Spatial information enables priming for MR Guidance – An-
other referential behavior that we observed when helpers used both 
the map and the MR system guidance was that they often primed 
the worker for the information they would receive from the MR 
system. This could just be information about what they would fnd 
(e.g. [initiates MR guidance] + “Now we are picking up a coin” [H17]), 
or the helper would position the worker so that when they would 
initiate guidance, the object was roughly in the worker’s FoV (e.g. 
“Okay. pick it up and then do a 180 turn” + [initiates MR guidance] + 
“Okay, do you see that?” [H7]). From our experiment, it is hard to 
say if it was indeed benefcial for the worker, but we did not see 
any negative impact. 

MR guidance afects the perceived importance of the aids – An-
other place where we see an interaction efect across MR guidance 
and spatial information is in the perceived importance of the map 
or the list interface. While in the presence of MR guidance helpers 
reported that the list was almost as useful as the map interface, 
they still perceived the map as very important to be able to provide 
guidance throughout: “using the map was extremely easy” [H16]. 

The preference towards the map interface, even if it had limi-
tations and diminished task performance, could be attributed to 
perceiving it as more sophisticated, and therefore more useful. Some 
helpers acknowledged it reporting how “the map requires more efort 
than the list; the list doesn’t make it fun, but is more convenient” [H1]. 

The increased verbal conversation when helpers used the map could 
have also added to the reasons that helpers enjoyed using it: by 
providing more information, the map allowed the collaborators to 
accrue more common ground and therefore made them feel more 
engaged than just clicking on the list buttons. 

Both MR guidance and spatial information help in unfamil-
iar environments – The crossover efect observed for performance 
in subtask 1, seemed to be absent in subtask 2. We believe that 
the primary reason behind it is that the collaborators were famil-
iar with the task environment and the objects in it by the time 
they started the second subtask. Moving around the space in the 
frst subtask made participants feel “the second subtask was eas-
ier”[W6]. Workers (and sometimes helpers) often “remembered 
seeing [the referenced object] earlier, [and] was able to go straight 
to it”[W19]. This suggests that the familiarity of the environment 
plays a role in the efectiveness of both spatial information and MR 
guidance. 

8 IMPLICATIONS FOR DESIGNERS AND 
DEVELOPERS 

This paper explored providing explicit information about task ob-
jects and partially ofoading the referential process using MR guid-
ance to help workers identify referenced objects. Here we discuss 
some of the implications that these insights might have for building 
collaborative MR systems optimized for referencing. 

8.1 Ofloading Referencing to MR to Increase 
Efcacy 

Our study showed how ofoading the referential process signif-
cantly increases both task performance and communication ef-
ciency while reducing the task load on collaborators. In addition, 
providing explicit awareness of task objects to the helper and ac-
curate visual cues to the worker through ofoading also makes it 
easier to refer to occluded or hidden objects, combats referential 
ambiguity, and reduces the need for explicit acknowledgements. 
While these characteristics are benefcial for remote guidance in 
general, ofoading could be especially impactful in scenarios that si-
multaneously value efciency and accuracy like emergency repairs 
or surgery. 

Ofoading is also well-suited for remote guidance when there is 
a large skill-gap between the helper and the worker. By shifting the 
responsibility of helping the worker identify the referenced object to 
the system, collaborators no longer need to build extensive common 
ground to reference objects, and the conversation can primarily 
focus on the actions that need to be taken on those objects. This 
can be particularly useful in scenarios like customer support where 
experts are helping someone outside their domain with a specifc 
task, such as home repairs, fxing a car or a bike, etc. 

Decoupling the process of making a reference, and helping the 
worker understand the reference through ofoading, also helps 
when the environment is new to the helper and/or the worker. 
Explicit representations and MR system guidance no longer require 
helpers to fully understand the space to refer to objects, making it an 
efective technique for remote guidance in unfamiliar environments. 
Maintenance scenarios where parts and tasks might be standard, 
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but the spatial layout of each environment can be diferent – such 
as a factory or engine room maintenance – are examples of where 
this would be useful. 

Finally, while passive support for referencing through features 
that help view the worker’s environment and provide general aware-
ness (like the FPV) worked well in tandem with MR guidance, ex-
plicitly representing spatial information of the task objects (like 
the map) seemed to cause an information overload for both helpers 
and workers. We expect that MR guidance would not afect the 
positive impacts of passive awareness support. However, explicitly 
providing spatial information in the presence of MR guidance is 
not necessary and can be detrimental. An exception to this recom-
mendation might be when the helper’s tacit knowledge is tied to 
the position of the task objects; for example, an expert mechanic 
might fnd locating a part of an engine easier if the representation 
of the parts resembled the spatial layout of an engine model. 

8.2 Making Support for Referencing More 
Accessible 

Creating immersive MR environments requires complex set up in 
the helper’s and the worker’s environment. While the benefts of 
the worker being in an immersive MR environment and receiving 
guidance in-situ are already well known [5], helpers are typically 
only in immersive settings to allow for features like 3D reconstruc-
tions that increase their sense of presence and emulate face-to-face 
communication. 

In contrast, we showed that using remote MR guidance and of-
foading allows helpers to successfully provide guidance even in 
non-immersive environments. While providing MR guidance still 
requires additional technology – tracking systems that provide the 
positions of objects in an environment – these are typically simpler 
to implement than systems that reconstruct the worker’s environ-
ment accurately. Tracking systems also have varying complexities 
and fdelity as they can be sensor-based, vision-based, or both [51], 
giving designers and developers more freedom to choose the tech-
nology that best suits the physical task they need to support. 

There are still cases where remote collaborators need powerful 
systems with stereoscopic displays or HMDs – like physical tasks 
where immersive reconstructions are truly needed and/or track-
ing objects externally or through computer vision is not feasible 
(like surgery [11]). However, these requirements limit access to 
remote collaborators in very specifc environments. We show that 
using simple representations (like a web-based list or map interface) 
successfully reduces the efort required to reference objects. This 
extends rich support for referencing to everyday devices – like 
phones, tablets, and desktops – making guidance more scalable and 
increasing the network of remote experts that workers can rely on. 

9 CONCLUSION AND FUTURE WORK 
In this paper, we presented a 2x2 factorial experiment aimed at un-
derstanding how providing explicit spatial information and partially 
ofoading the referential process through MR system guidance en-
hances support for referencing in collaborative Mixed Reality. Our 
results show that 2D representations of spatial information pro-
vide ample support for remote helpers to provide assistance (RQ1). 
We also show that ofoading the referential process reduces the 

efort required for communication (RQ2) while diminishing the role 
spatial information plays in the helper’s ability to provide remote 
guidance for physical tasks (RQ3). 

Until immersive experiences that rely on HMDs become easier 
to implement and more ubiquitous, we show that it is possible to 
design for collaborative MR systems that do not rely on expensive 
headsets for helpers, making remote guidance and expertise more 
accessible. 

Building efective collaborative systems is a complex task and 
requires a deep understanding of how the unique afordances of 
technology can be maximized to advance the collaborative goal. 
While this paper focused on referencing from a helper’s perspective, 
we believe future work should also study referential behavior on 
the worker’s side. Understanding the afordances of specifc visual 
cues for guidance and its appropriateness for specifc tasks and envi-
ronments will enable us to better support all types of collaborations 
and design MR systems that fully support the collaborative nature 
of referencing [13]. Referencing is also only one of the communica-
tion elements that are key to providing efective remote guidance. 
Helpers need ways to efectively detect when to provide help and 
communicate complex actions to be taken on objects. Optimizing 
for these aspects is also vital to building collaborative MR systems 
that support efcient remote guidance. 
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